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Pre-requisite for this chapter

• Loss function, backpropagation
• CNN
• RNN (LSTM/GRU)

3



Tanmoy Chakraborty

LLMs: Introduction and Recent AdvancesLLMs: Introduction and Recent Advances

Tanmoy Chakraborty
LLMs: Introduction and Recent Advances

LLMs: Introduction and Recent Advances

Recall: Language Modeling
• Language Modeling is the task of predicting what word comes next

I like pizza with loads of  ______.

cheese

P(cheese | I like pizza with loads of) 

tree

P(tree | I like pizza with loads of) 

corn

P(corn | I like pizza with loads of) 
Previous words in the sentence Word to be 

predicted

https://www.lcs2.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
https://home.iitd.ac.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
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Recall: Language Modeling
• You can also think of a Language Model as a system that assigns a probability to a 

piece of text.

• For example, if we have some text 𝑥(1), … , 𝑥(𝑇) , then the probability of this text 
(according to the Language Model) is:

This is what our LM provides
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https://lcs2-iitd.github.io/ELL881-AIL821-2401/
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How to Build a Neural Language Model?
• Recall the Language Modeling task:

• Input: sequence of words 𝒙(𝟏), 𝒙(𝟐), … , 𝒙(𝒕)

• Output: probability distribution of the next word 𝑷 𝒙 𝒕+𝟏 𝒙 𝒕 , … , 𝒙 𝟏

• How about a window-based neural model?
Example: NER Task

in Paris are amazingmuseums

LOCATION
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A Fixed-window Neural Language Model

their as the proctor started the clock
discard

the students opened

fixed window
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A Fixed-window Neural Language Model

concatenated word embeddings

words / one-hot vectors

hidden layer

output distribution

books
laptops

a zoo

their as the proctor started the clock
discard

the students opened

fixed window
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A Fixed-window Neural Language Model

the students opened their

books
laptops

a zoo

Improvements over n-gram LM:
• No sparsity problem
• Don’t need to store all observed n-

grams We need a neural 
architecture that can 
process any length

input

Approximately: Y.Bengio, et al.
(2000/2003): A Neural Probabilistic

Language Model

Remaining problems:
• Fixed window is too small
• Enlarging window enlarges 𝑊
• 𝑥(1) and 𝑥(2) are multiplied by 

completely different weights in 𝑊. 
No symmetry in how the inputs are 
processed.
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